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Abstract

This paper describes the development of a new Arabiaté&blword speaker dependent recognition
system based on a combination of several features eatraatid classifications techniques. Where, the
system combines the methods outputs using a voting Thke.dataset used in this system include| 40
Arabic words recorded in a calm environment with 5 differgggagers. We compared 5 differgnt
methods which are pairwise Euclidean distance with Maiency cepstral coefficients (MFCQ)
Dynamic Time Warping (DTW) with Formants features, GeusMixture Model (GMM) with MFCC,
Dynamic Time Warping (DTW) with MFCC features and Itakdistance with Linear Predictive Coding
features (LPC) and we got a recognition rate of 85.23%, 587, 90%, 83% respectively. In order|to
improve the accuracy of the system, we tested severaligations of these 5 methods. We find that the
best combination is MFCC | Euclidean + Formant | DTW + MARATTW + LPC | Itakura with an
accuracy of 94.39% but with large computation time of 2.9 secdncbrder to reduce the computatipn
time of this hybrid, we compare several subcombination afdtfand that the best performance in trgde
off computation time is by first combining MFCC | Euclidea LPC | Itakura and only when the two
methods do not match the system will add Formant | BTMFCC | DTW methods to the combinatign,
where the average computation time is reduced to thetddlf56 seconds and the system accuragy is
improved to 94.56%.

*Corresponding author: E-mail: el_kourd@yahoo.com;
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1 Introduction

Automatic Speech Recognition system (ASR) is used to corsgeken words into text. It has very
important applications such as command recognition, dictgtogign language translation, security control
(verify the identity of the person to allow access twises such as banking by telephone). ASR makes
writing on computers applications much easier and faster tising keyboards and could help handicapped
people to interact with society. Also, it could beddo remotely turn on/off the home lights and eleatric
appliances.

ASR has two main types Discrete Word Recognition Systemad Continuous Speech Recognition Systems;
and each type can be further subdivided into two categwi€p@aker Dependent and Speaker Independent.
Speaker dependent speech recognition systems operate onlyspedod of a particular speaker for which
the system is trained while the Speaker Independenti@gstan be operated on the speech of any speaker.

Speech production is a complicated process. Even though peaglesannd alike to the human ear,
everybody, to some degree, have a different and unique anmomémtheir speech. Even the same speaker
cannot produce the same utterance twice. Moreover, spaecbe distorted by noise due to background
noise, noise generated by microphones or different backgmmwicbnment during training and testing as
well as emotional and the physical conditions of an inldigl. Speech variation are due to speaking style,
speaking rate, gender, age, accent, environment, health oongitosody, emotional state, spontaneity,
speaking effort, dialect ,articulation effort, ...etc.

ASR is still a challenging task; its performance id &it below the human one and the accuracy of current
recognition systems is not sufficient especially the Aralies. Although Arabic is currently one of the most
widely spoken language in the world, there has been relatividdydjieech recognition research on Arabic
compared to the other languages [1,2,3].

The critical problem in developing highly accurate Araljeech recognition systems is the choice of
feature extraction and classification techniques [4,12@8trently, most of the speech recognition system
use Mel Frequency Cepstral Coefficients (MFCCs) andiétidMarkov Models (HMM) in classification.
System combination is one of the emerging techniquescgmcombine pattern techniques advantages and
improve speech recognition accuracy. Very rare researdrahic recognition has tried combination of
features and classification approach. Bourouba et hprgsented a new arabic digit recognition system
based on classifier combination of HMM and a supedvidassifier (SVM or KNN) with MFCC and the
log energy and pitch frequency feature extraction comimimatethod .They found that using HMM
classifier alone the accuracy is 88.26% and improved witltdimbined system to 92.72%. The limitation of
their system is in using weak features and combined tawv slassification methods. In this paper, we
propose a new Arabic speech recognition system baseadamlzination of several features extraction and
classifications techniques. In the proposed method, wa usad boundary detector in the preprocessing to
automatically identify the words in the input signal by udimgenergy and the zero crossing rate. Then, we
apply discrete wavelet transform to the speech signal bektracting the features to improve the accuracy
of the recognition and to make the system more robust to.noise

After that, we try to find the best features combinatiorwbet the most famous features extraction
techniques: MFCC, Formants and Linear Predictive Codin@€)LPPC has always been a popular feature
due to its accurate estimate of the speech paramemsffasient computational model of speech [6]. The
Formants represent the acoustic resonances produced Byntmics of the vocal tract and depend on the
shape of the mouth when producing sounds. Also, formantsmgrertant in determining the phonetic

content of speech and require small storage and can be eshtuitkly. MFCC is one of the most popular

feature extraction techniques used in speech recognition. Isésl lwm the frequency domain of Mel scale
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for human ear scale. Speech signal is expressed Meh&equency scale, in order to capture the important
characteristics of speech.

Finally, we need to test several combinations between sjrfgdt and accurate classification approaches in
order to find the best hybrid that improves the recogniticcuracy and with the least computation times.
We choose Gaussian Mixture Model (GMM), Template Matching dgtiamic time wrapping and Pairwise
Euclidean distances classification methods. GMM is \&gynpetitive when compared to other pattern
recognition techniques. It is more simple and faster than HWkh very small or no performance
degradation and do not require large training data and tiomsumption as neural network method.
Template based approach is one of the simplest and eapigsiaches which is very simple and fast, as
compared with the HMM and ANN. It determines the sinijabetween unknown spoken word with each
reference object in the training data and selecting the wdhdsmallest distance. It has low error rates for
distinctive words in speaker dependent isolated word retogniand has simple programming
requirements. In the similarity measure, we will use tigiance methods: Euclidean and Dynamic Time
Warping (DTW). Where Euclidean distance is a simple fasd algorithm and it is one of the most
commonly used distance measures. Also, Dynamic Time Warp widely used in the small-scale speech
recognition systems. It is used to measure the sinyilagtween two words which may vary in time to cope
with different speaking speeds.

2 Problem Formulation

2.1 Data collection

In the data collection stage we recorded 40 Arabic words Svidifferent speakers (3 male and 2 female)
using HP G62 Core 13 laptop microphone with sampling frequency k8 16-bit PCM WAV format.
Each speaker read every word 8 times (5 of them areindesining and the remaining are used in the test
phase). The list of the words is shown in Table 1:

Tablel. List of wordsused in the system

Ol 33 Jaal 25 AN 17 g 9 ol 1
Hoy 34 ki) 26 sl 18 Jeai 10 caly 2
EgY 35 Gl 27 ol 19 il 11 (e 3
dsad 36 ) 28 G5 20 Gl 12 Bt 4
L 37 pad 29 i 21 J 13 e 5
dam 38 b 30 g 22 2l 14 diul 6
Al 39 o 31 Jas) 23 il 15 B 7
s 40 aslg 32 sl 24 i 16 b 8
2.2 Software

Two software programs are used during the development of the iBmogystem

« MATLAB R2010a: is used in writing the code of the systenATMAB is a high-performance
language for technical computing. It integrates computatisoalization, and programming in an
easy-to-use environment where problems and solutions x@ressed in familiar mathematical
notation.

» Praat software: is used in voice editing and spectrum sinaif/the collected data.
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2.3 System block diagram

The speech recognition system consists of two stageainang stage and a recognition stage both stages
have common blocks which are wave recording, speech pcegsiog, word boundary detection and
features extraction. The output of the training stage ieference modelln the recognition stage the
extracted features are compared with the reference mode¢hamndord that has the best match will be the
output. Fig. 1 shows the block diagram of the System.

*—*—*—u—-—

Word waveform

[Voice Recorder }9[ Speech Pre-processing ]%[ Word Boundary Detector]

Testing
- Features V
Recognizer l&——— | Feature Extraction |

| Output"The Recognized Word"

Training Features

Fig. 1. System block diagram
2.4 Pre-processing

Preprocessing is used before features extraction ir twdeeduce noise in speech signal and to enhance
recognition accuracy.

In the first step of pre-processing we remove the DCebfd$ the signal, since the microphone with A/D
converter may add a DC offset voltage to the output sigrshdRing the DC offset is important in order to
determine the boundary of words.

In the second step, we make normalization on speecélsigy dividing the signal by its maximum absolute
value to make the signals comparable regardless of diffesen magnitude.

Finally, we applied discrete wavelet transform to theespesignal before extracting the features to improve
the accuracy of the recognition and to make the system robtest to noise. We tested several wavelets
families and levels: Haar (Daubechies 1), DaubechieBa?bechies 3, Daubechies 5, Daubechies 15,
Coiflets, Symlets, Discrete Meyer; we find best tefy using second level Daubechies wavelets. The
discrete wavelet transform divide the signal into approximagiod detail coefficients, we take only the
approximation coefficients vector as input for featex@action stage.

2.5 End point detection

We use end point detection to extract the word speech and reheobadkground noise and silence at the
beginning and end of the word speech. End point detection ieprnperformance of an ASR system in
terms of accuracy and speed.

The block diagram of the End Point Detection is shown inEig
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[ Read wavdile Log of energy measure
T |
a v
Framing [ Zero crossing rate measure ]
N \
4 ) .
Computing energy and ze
Mean (signal bias) removal crossing threshold
. J
v V
Background noise measure [ Find interval where it exceetireshold ]

Fig. 2. End point detection block diagram

In the first step, we divide the sound into small fraroésize 20 ms with 50% overlap, in order to have a
stationary sound.

In the second step, we remove the mean for each frame t@ridueffect of noise.

In step 3, we estimate the noise in speech by computingatpeof energy and zero crossing rates of the
silence signal frames.

In step 4, we measure the Log of energy Es using eqdation

Es = Log (e+ZS(n)2) )

Where S (n) is signal values in the frame and e is a goaitive constant added to prevent the computing
of log of zero.

In step 5, we measure the zero crossing rate which reférs tumber of times speech samples change sign
in a given frame. Equation2 is used to compute the zessitig rate Zcr(m).

N
sgn(S,,(n)) — sgn(S,,(n—1
ZCT‘(m)=Z| gn(Sm(m) zg (Sm(n = D) -
n=1
Where:
Zcr(m): is the zero crossing rate in the frame m
Sgn: is the sign function
Sn (n): is the speech signal in the sample number n in theefra
N: is the frame size
In step 6, we measure the energy threshold using equation 3:

Where: e is the mean andg is the standard deviation of the energy of the noisadsa Thea term is
constant that have to be fine tuned according to the cleaistics of signal. We tested several values iof
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the range from zero to one and we find that the best word bgudetection and system accuracy are with:
a=0.5.

In step 7, we measure Zero-crossing rate thresholding equation 4:

Ty = max(uz + (B X 0z ), 25) “
Where:y, is the mean and is the standard deviation of the zero crossing rates afdise frames angi
are parameters obtained by experiments. We find avaast of B is 0.5. Also, according to many research

the zero crossing rate of speech should be greater thamd®6rassing per frame. Therefore the term 25 is
included in the equation.

In step 8, we test each frame by comparing itsg@neand zero crossing rates with the energy and zero
crossing thresholds. In order to find the start point an@midepoint of the word.

The pseudo code to find the start and end points of the werttk is shown below:

Algorithm 1: Endpoints detection

For each frame i in the speech signal
If frame_energy @ OR frame_zerocrossingi),
Then mark this frame as the Stainit of the possible word
Elseif Start is found AND 9 successive framesiot satisfy threshold criteria
Then End point is the first frame beftire 9 successive frames
End
Calculate number of frames between Start and Entspoin
If it is greater than 25 frames (0.5 second).
Then a word is detected
Else we disregard it and we repeat the proceddied other possible words.
End
End
The detected word is saved to be used for the feattnacgon phase.

2.6 Feature extraction

In this paper, a combination of several famous feature<C®RPC, Formants) has been used to improve
the accuracy of the system.

2.6.1 Mel-frequency cepstral coefficients (M ECC)

MFCC is one of the best known and most commonly used fsaforespeech recognition. The Block
diagram of MFCC is shown in the Fig. 3.

> N H P

Fig. 3. MFCC block diagram
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The step-by-step computations of MFCC are shown below:

Step 1: We divide the signal into small frames of length 32ms

Step 2: We multiply the framed signal with an overlappechrhang window (Overlap =10 ms), to
eliminate unwanted signal like noise and interferenoeef with the signal.

Step 3: We compute the Fast Fourier Transform (FFT) ofshdowed frames to convert the signal
from time domain to frequency domain to get the frequency obofespeech signal in current
frame.

Step 4: We compute the coefficients of a 22 trianguldrfider banks, which are linearly spaced below
1000 Hz and logarithmic thereafter, since the informatemied in low frequency components
of the speech signal is more important than the high frequaomponents.

Step 5: We multiply these filters with power spectrum oletdiin step 3 and we normalize it and we
calculate the logarithm of each Mel power spectrumfiieiit.

Step 6: We apply Discrete Cosine Transform (DCT) to rdmults of step5, and we get the Mel
Frequency Cepstrum Coefficients (MFCCs).

2.6.2 Linear predictive coding (L PC)

LPC has been considered one of the most powerful techrfigugiseech analysis. LPC relies on the lossless
tube model of the vocal tract. For accurate vocal wamdel: The order of the LPC should be greater than
sample rate/1000 + 2. In this paper we compute 12 LPC ciesffiusing Levinson-Durbin Algorithm.

2.6.3 For mants

The formant frequencies are obtained by finding the arfgleeaoots of the LPC coefficients. We sort these
Formants frequencies then we take only the first 3 Bots) since they are the most important in
determining the uttered word.

2.7 Training stage

In the training stage we create the reference modehéotraining speech signals. This reference contains
the LPC, MFCC and Formants features and their gaussian enixintels.

2.7.1 Training with Gaussian mixtur e model

To create the reference model, we use Gaussian mixturel twofit the extracted features of the training
data. Gaussian Mixture Models form clusters by represgihe probability density function of observed
variables as a mixture of multivariate normal densitiglixture models of the gmdistribution class use
expectation maximization (EM) algorithm to fit data, whniassigns posterior probabilities to each
component density with respect to each observation. Clumterassigned by selecting the component that
maximizes the posterior probability. The posterior probadslifor each point indicate that each data point
has some probability of belonging to each cluster. Gaussigiunmimodeling uses an iterative algorithm
that converges to a local optimum.

To find the gaussian mixture model for each word thahétttaining data and estimate its parameters, we
use the Matlab commangindistribution.fitwith 5 Gaussian mixture components, 3 Replicates, dihgona
covariance matrices and Maximum iterations of 500.

2.8 Recognition stage (test phase)
In the recognition stage a combination of recognition methodssaa:

2.8.1 Euclidean distances

We use a Pairwise Euclidean distances between columk=GC test features matrix with each MFCC
training matrices in the reference models.
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First we calculate the Euclidean distance D between@auamn in x with each column in y.

D =X(x—-y)? ®)
Where x is the MFCC test features and y is the MFCC trgif@atures.

Then we find the minimum m value of each row in D. The digtahbetween x and y will be the average
of m.

d=Average(m) (6)

We repeat the above procedure to find the distance d betwewheaeh training vector. The training vector
that has the smallest distance d to the test vectoihe ietognized word.

2.8.2 Dynamic timewarping (DTW)

Dynamic Time Warping (DTW) is a technique that finds thenogit alignment between two time series if
one time series may be “warped” non-linearly by stretghinshrinking it along its time axis. This warping
between two time series can then be used to find corresgprefjions between the two time series or to
determine the similarity between the two time series.

Speech is a time-dependent process. Hence the utter@ttes same word will have different durations,
and utterances of the same word with the same durationiffélt oh the middle, due to different parts of the
words being spoken at different rates. To obtain a glolstdmtie between two speech patterns (represented
as a sequence of vectors) a time alignment must be pedoDTW resolves this problem by aligning the
words properly and calculating the minimum distance between. tiiém local distance measure is the
distance between features at a pair of frames whilelth@lgdistance from beginning of utterance until last
pair of frames reflects the similarity between two wvext We used dynamic time warping to classify the
MFCC and formants features. Since these features haveensautie dimension. The algorithm of DTW is
as follow:

Algorithm 2: Dynamic time war ping

Purpose: Global distance between testing and training festur
I nput:
X: test features Formants
Y: training features Formants
Size(X) =[r, n]
Size(Y) =[r, m]
X and Y have same number of rows but different neindf column m #n
D: Global distance, an n x m matrix.
Output: dist=D (n, m) the global distance.
Initialization:
Set all elements values in D to infinity.
Set the start element in D to zero, D (1, 1) =0.
Procedure:
fori=1:n
for j=1:m
d=Yr_,(X(kD)—-YKk]j)? whered: is the local distance (Euclideategise between the two feature
points and r is number of rows)
D(i,j)=d+ minimum of ( D(i-1 ,j), //insertion
D(i , j;1) // deletion
D(i-1, j-3) // match

end
end

Comparing the test features with each of the tragrfeatures the one that have the smallest valldistf' is considered the
recognized word
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2.8.3 Gaussian mixture model GM M recognizer

During the testing stage, we extract the MFCC vedtors the test speech and compare it with estimating
GMM model of each word and use a probabilistic measudetermine the source word with maximum a

posteriori probability (maximizing a log-likelihood valudjhe log-likelihood value is computed using the

posterior function in Matlab.

2.8.4 Itakuradistance (comparing two sets of L PC coefficients)

Given two vectors of LPC coefficients, it is often neeegdo compute the “distance” between two LPC
vectors in pattern recognition application such as spesdgnition. The Euclidean and manhattan distance
measures are not appropriate for comparing two vectors ofdde@icients since the coefficients are not
independent. The most useful distance measures for LP@cweb are Itakura distance, which is defined
as:

R a’R,a
DI (a, a) = lOg m
£

Where

a anda are the pth-order LPC coefficients computed from twin@gawed) speech frames x(n) and
x(7) respectively.
Rx is the Toeplitz matrix calculated from the autocorrefadf the signal x(n).

3 Results

3.1 System graphic user interface (GUI)

We designed the system in a graphic user interface GMhitab to make it simple to use. We have in the
GUI 4 buttons:

e Start button: when pressed the system will startrddeg the sound for 2 minutes then recognizes
the word

e Stop button: used to stop everything and remove any occurrorg e

e Clear button :used to clear the workspace and command wiriddMatlab and the textbox of the
canvas

»  Exit button: used to close the program and exit

The recognized word will appear in the textbox and each timesess the start button and read new word,
it will be displayed next to it. Fig. 4 shows an examplesafding 3 words.

Fig. 4. Example of reading 3 words
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3.2 Recognition methods experiments and results

We have performed different experiments using the followimgethods and with their combination using a
voting rule

M1: Pairwise Euclidean Classification with MFCCtigas (MFCC | Euclidean)
M2: DTW Classification with Formants features (FortnjaD TW)

M3: GMM Classification with MFCC features (MFCC | GNJM

M4: DTW Classification with MFCC features (MFCC | D/}

M5: Itakura Classification with LPC features (LP@akura)

In order to evaluate the recognition rate for each metlved;alculate the method accuracy for each speaker
using its 120 test data (40 words repeated 3 times). Then thal@aeeuracy of the method is the average
accuracy of the 5 speakers.

Table 2. Recognition rates of the 5 methods

M ethod Aver age accur acy
M1 85.23%

M2 57%

M3 87%

M4 90%

M5 83%

We find the recognition rates of the methods is 85.23%%,587%, 90%, 83% when using
MFCC+Euclidean, Formants+DWT, MFCC+GMM, MFCC+DWT and WP@akura respectively. The
worst case is with Formants and the best one is withC® and using Dynamic Time Warping
classification

120%
100% MXEXA
8%
60%
4%
20%

0%

Fig. 5. Words accur acy by the diffferent methods
Also we see from the Fig. 6, that MFCC+DWT (M4) outparfs the other methods for most of the words

and only for few words MFCC+GMM (M3) outperform M4 andstdlear from the graph that the worst
method is Formants+DWT (M2) for almost all the words.

10
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3.2.1 Combination of the methods

In the following table we will compare the performancec(aacy and execution time) of the different
combination of the 5 methods using a voting rule. Whererabegnized item is the one that is recognized
by the maximum number of methods. When no match betwmemeéthods, then we take the output of the
best single method in the combination.

Let:
M;+ M; : plus sign means combining the two methods
(Mi+ M;)=> My: means that the system will combine onlyand M and when they did not give same

classification then it will add Mo the combined classifier.

Also, we need to combine at least 3 methods. Since camgb?2 methods will have same output of the best
single method. For example M1+M2:

If M1 output= M2 output then M1+M2 output= M1 output.
If M1 output# M2 output then M1+M2 output= M1 output (will take the output dfttsingle method).

Table 3. Perfor mance of the different combinations of the 5 methods

M ethod combinations Aver age accuracy Aver age computation time (second)
M1 85.23% 0.7
M2 57% 0.3
M3 87% 0.2
M4 90 % 2.3
M5 83% 0.6
M1+M2+M3 85.73% 0.8
M1+M2+M4 92.33% 2.6
M1+M2+M5 86.94% 14
M1+M3+M4 92.5% 2.6
M1+M3+M5 90.27% 15
M1+M4+M5 93.83% 2.9
M2+M3+M4 92.39% 24
M2+M3+M5 89.94% 0.9
M2+M4+M5 92.39% 2.7
M3+M4+M5 93.72% 2.7
M1+M2+M3+M4 93.22% 2.6
M1+M2+M3+M5 90.72% 15
M1+M2+M4+M5 94.39% 2.9
M1+M3+M4+M5 93.60% 2.9
M2+M3+M4+M5 93.94% 2.7
M1+M2+M3+M4+M5 93.39% 3

From Table 3, we see that the best combination is M1+M2+MAMNUWSCC | Euclidean + Formant | DTW +
MFCC | DTW + LPC | Itakura) with an accuracy of 94.39% iitime computation is the largest 2.9
seconds. Also, MFCC with Gaussian mixture method isa$test method with only 0.2 second but when it
is combined with other methods does not give best r@hil.is due that our training data is not big enough
and in our experiment, if we increase the training datawtiisncrease the execution time too much, which
is not suitable in our combination system case.

11
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Also, we notice that such a combination can degrade tHerpmmce as in M1+M2+M3 the combined
recognition rate is 85.73% is lower than the accuracy of Mi3cawith 87%. For example if M3 has correct
output whereas, Mland M2 have the same wrong outputs. fhikeeautput of the voting system will be
wrong even that M3 is correct.

Also we notice that the best single method is MFCC featitle Dynamic time warping but it is the most
time consuming of all the single methods.

Since M1+M2+M4+M5 is the best method. We will seldis combination and we will try to reduce the
time computation by combining only two methods and when they dmatath we will add another method
to the combination. Also, we need to make the method MHeirlast decision of the combination since it is
the most time consuming.

Table 4 shows the sub combination of M1+M2+M4+M5 to find the desuracy and time computation.

Table 4. Subcombination of M 1+M2+M4+M 5 per for mances

Aver age accur acy Aver age computation time (second)
M1+M2->M5+M4 93.56% 1.55
M1+M5->M2+M4 94.56% 1.56
M2+M5->M1+M4 92.9% 1.75
M1+M2+M5->M4 92.7% 1.53

From the above table we find that the best one is M1IDNER+M4. Where first the system will combine
the two fast methods M1 and M5 (MFCC | Euclidean + LPCkittg and only when the two methods do
not match the system will add other combination M2+M4 (Farnh DTW + MFCC | DTW). We notice that
the average time computation of the datasets is redocte thalf and is less than the time of the single
method M4 alone. Since M1+M5 have a match in 26 words anductes 0.8 second whereas only 14
words will use M1+ M2+ M4 + M5 which consumes 2.9 second.

The positive effect of combination method on the recognitide is clearly observed in Fig. 6, where best
single method M4 has 90% and the combination of the metimpiove the accuracy significantly to
94.56%. This is due that features combination addsmgoriant speech parameters. Where MFCC gives
some of the features of the words and the Formants a@ddiv®e other features and combining them
together will add more information of the words. Also,ewhusing different classification method it
improves the accuracy since the two methods will giveséimee classification to the word only when it has a
high probability to be correct classification.

3.3 Comparison with other resear ches

In this section we will try to compare our proposesdtssn with similar systems in previous researches that
use features or classifications combinations. Table 5; suiresathe recognition rates obtained from the
previous approaches. By comparing our system with #nqurs researches we conclude that our proposed
system is very good and competitive to the other apprsadheour system we used 40 Arabic words
whereas the others have used only 10 digits and only one withod®s wAlso, In order to have ideal
comparison we need to have common database and same coamulisoftware properties and with clear
environment.
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Table 5. Comparisonswith previousresear ches

Paper title Features Data type Classification methods Dataset Recognition
accur acy

New Hybrid System (Supervised Classifier/Hmm) FO¥IFCC + log energy + pitch Arabic digits HMM + SVMNN 920 samples 92.72%

Isolated Arabic Speech Recognition [5] (10 digits x 92 speakers)

The second-order derivatives of MFCC for improvinglFCC+ Log (energy) + Arabic digits HMMs+VQ 8800 samples 98.41%

spoken Arabic digits recognition using Tree (A andAA)

Distributions approximation Model and HMMs [7]

Efficient DTW-Based Speech Recognition System foMIFCC+ Log (energy) +
Isolated Words of Arabic Language [8] (A andAA)

Combination of Vector Quantization and Hidden LPC + LPCC + Delta LPC
Markov Models for Arabic Speech Recognition [9]
Multi-band based recognition of spoken Arabic
numerals using wavelet transform [10]

A Comparison of DHMM and DTW for Isolated DigitslFCC+Energy+ £ andAA)
Recognition System of Arabic Language [11]

Our Proposed System

Wavelet + MFCC

MFCC+ LPC+ Formants

Arabic words and DTW

digits
Arabic digits VQ+HMM
Arabic digits HMM
Arabic digits DTW+DHMM

Arabic svardd Euclidean+ DTW+ Itakura
digits

(10 digits x 10 repetitions x 88 speakers)

1710 samples (30 speaker x 19 words x88.5%
repetitions)

1500msples (50 speakers x 3 repetition91%
x 10 digits).

data set consist$00 utterances by 50 88.46%
speakers
500 samples (5 speakersxdigits x 10 92%
repetitions)

600 Samples (5 speakelB didits x 3
repetitions)

94.56%
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Fig. 6. Recognition accuracy for different methods

4 Conclusion

In this paper, we designed a new speaker dependent isolatbit Arord speech recognition system based
on a combination of several methods outputs using a vaileg We compare 5 different methods which
are MFCC+Euclidean, Formants+DTW, MFCC+GMM, MFCC+DTWdalLPC+ltakura and we get a
recognition rate of 85.23%, 57%, 87%, 90%, 83% respectivelprdar to improve the accuracy of the
system, we tested several combinations of these 5 meténd that the best combination is MFCC |
Euclidean + Formant | DTW + MFCC | DTW + LPC | Itakurahwain accuracy of 94.39% but its time
computation is the largest 2.9 seconds. Also, we findstirae combination can degrade the performance of
the system. In order to reduce the computation timeisfhybrid, we compare several subcombination of
this hybrid and we find that the best performance in tradeoofipaitation time is with the system combining
MFCC | Euclidean + LPC | Itakura and only when the twt¢hods do not match the system will add the
other combination Formant | DTW + MFCC | DTW. Where theaye computation time is reduced to the
half is 1.56 seconds and the system accuracy is imgpbma@me 94.56%.
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