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Abstract

In this paper we study some interesting properties of shifted Jacobi polynomials and based on
these properties a new operational matrix is derived. The new matrix is then used along with
some previous results to provide a theoretical treatment to approximate the solution of fractional
differential equations with variable coefficients. The scheme is then extended to solve coupled
system of fractional differential equations with variable coefficients. The scheme is simple and
provides a very high accurate estimate of solution. The accuracy of the scheme is shown with
some test problems. The results are displayed graphically. We use MatLab to carry out the
necessary calculation.
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1 Introduction

Differential equations are of basic importance for modeling various engineering phenomena like
Cascades, Compartment Analysis, Pond pollution, Home heating, Chemostats, Microorganism
culturing, Nutrient flow in an aquarium, Biomass transfer, Forecasting prices, Electrical network,
Earthquake effects on buildings and many more see for example [1]-[4]. After the discovery of
fractional calculus it is rather shown that fractional order differential equations (FDEs) can well
model the phenomena under consideration as compare to integer order differential equations. As
usual to every advantage there is also some disadvantage, the same case occur when working with
FDEs, the exact analytic solution is in most cases unavailable and in some cases this task become
impossible. The reason to this difficulty is the high computational complexities of fractional calculus.
The basic need in the current field of fractional calculus is to establish efficient numerical schemes,
which are not only accurate and efficient but also simple such that a new researcher in the field can
easily understand it.

In this context we extend a new algorithm for the numerical solutions of FDEs of the form

∂σY (x)

∂tσ
=

n∑
i=1

ϕi(x)
∂iY (x)

∂xi
+ ϕ0(x)Y (x) + f(x),

with some given initial conditions Y i(0) = ai, i = 0, 1, · · ·n. Where all ai are real constants,
n < σ ≤ n+ 1, x ∈ [0, η], Y (x) is the unknown solution to be determined, f(x) is the given source
term and ϕi(x) for i = 0, 1 · · ·n are coefficients depends on x and are well defined on [0, η]. The
proposed method is then extended to investigate the numerical solutions of coupled system of FDEs
of the form

∂σY (x)

∂xσ
=

n∑
i=1

ϕi(x)
∂iY (x)

∂xi
+

n∑
i=1

ψi(x)
∂iZ(x)

∂xi
+ ϕ0(x)Y (x) + ψ0(x)Z(x) + f(x),

∂σZ(x)

∂xσ
=

n∑
i=1

φi(x)
∂iY (x)

∂xi
+

n∑
i=1

ϱi(x)
∂iZ(x)

∂xi
+ φ0(x)Y (x) + ϱ0(x)Z(x) + g(x),

with initial conditions Y i(0) = ai, Z
i(0) = bi, i = 0, 1, 2 · · ·n. n < σ ≤ n + 1, ai and bi are

real constant, ϕi(x), ψi(x), φi(x) and ϱi(x) are given variable coefficients and are continuously
differentiable and well defined on [0, η]. Y (x) and Z(x) are the unknown solutions to be determined
and f(x) and g(x) are the given source terms. These types of equations are very important in
modeling many real world problem, see for example [4]-[6]. In literature a huge amount of work is
devoted to the study of such type of equations. In [7] A. Monje, use these equations to model the
behavior of the immersed plate. Also in [4] such type of equation is used to model PDν−controler,
and it is proved that the fractional case can provide a more real insight in the phenomena rather than
integer order. The equations governing these phenomena is just a special case of this generalized
class of equations. Yi Chen et. al. [8] provides sufficient conditions under which the solution of the
problem exists. They use Leggett-Williams fixed point theorem to prove the existence of positive
solutions of the corresponding problem.

A huge amount of work is also devoted to find the solution of such types of problems. Recently
[9] Yildiray Keskin proposed a new technique based of generalized Taylor polynomials for the
numerical solution of such types of equations. More recently J. Liu et al [10] use the Legendre
spectral Tau method to obtain the solution of fractional order partial differential equation with
variable coefficients and many more. Some recent results in which orthogonal polynomials are
applied to scientific problems can be found in [11]-[19].

Among others one of the most commonly used method for the solution of FDEs is the operational
matrix technique, see for example [20]-[30] and the references quoted there. These operational
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matrices are based on various orthogonal polynomials and wavelets. A deep insight in the method
shows that the method is really very simple and accurate. But up to now to the best of our
knowledge the method is only used to approximate the solutions of differential equations, partial
differential equations (including fractional order) only with constant coefficients. However the
variable coefficients are solved with orthogonal polynomials in [31],[32]. For more study on spectral
approximation and fractional calculus we refer the reader to study [33]-[35]. Some interested results
related to approximation properties can be found in [36]-[39].

In this paper we make an attempt to generalize the operational matrix technique to solve FDEs
and Coupled system of FDEs with variable coefficients under some appropriate initial conditions.
The method is based on shifted Jacobi polynomials. By using some of the interesting properties of
shifted Jacobi polynomials we develop a new operational matrix having very interesting properties.
The new matrix can be named as Khalil matrix (K. matrix). The K. matrix allows us to convert
the corresponding system to a system of easily solvable algebraic equations. From the analysis and
numerical experiments we observe that the method is highly efficient for solving such problems.

The rest of the article is organized as follows : In section 2, we provide some preliminaries of
fractional calculus, Jacobi polynomials and some basic results from approximation theory. In section
3 we derive K. Matrix and recall some other operational matrices of integration and differentiation
for shifted Jacobi polynomials. In section 4, K. Matrix is used to establish a new scheme for solution
of a generalized class of FDEs with variable coefficients and coupled FDEs with variable coefficients.
In section 5, some numerical experiments is performed to show the efficiency of the new technique.
The last section is devoted to a short conclusion.

2 Preliminaries

In this section we recall some basic definitions and concepts from open literature which are of basic
importance in further development in this paper.

Definition 2.1. [40]-[41] According to Riemann-Liouville the fractional order integral of order
α ∈ R+ of a function ϕ ∈ (L1[a, b],R) on interval [a, b] ⊂ R, is defined by

Iαa+ϕ(x) =
1

Γ (α)

∫ x

a

(x− s)α−1ϕ(s)ds, (2.1)

provided that the integral on right hand side exists.

Definition 2.2. For a given function ϕ(x) ∈ Cn[a, b], the Caputo fractional order derivative of
order α is defined as

Dαϕ(x) =
1

Γ(n− α)

∫ x

a

ϕ(n)(s)

(x− s)α+1−n ds, n− 1 ≤ α < n , n ∈ N, (2.2)

provided that the right side is point wise defined on (a,∞), where n = [α] + 1.

From (2.1),(2.2) it is easily deducted that

Dαxk =
Γ(1 + k)

Γ(1 + k − α)
xk−α, Iαxk =

Γ(1 + k)

Γ(1 + k + α)
xk+α, (2.3)

and DαC = 0, for a constant C.
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2.1 The shifted jacobi polynomials

The well known shifted Jacobi Polynomials are defined on [0, η], having two parameter α and β.
They are defined by the following relations

P
(α,β)
η,i (t) =

i∑
k=0

0
(α,β)

(i,k) x
k, i = 0, 1, 2, 3..., (2.4)

where

0
(α,β)

(i,k) =
(−1)i−kΓ(i+ β + 1)Γ(i+ k + α+ β + 1)

Γ(k + β + 1)Γ(i+ α+ β + 1)(i− k)!k!ηk
. (2.5)

The orthogonality condition is∫ η

0

P
(α,β)
η,i (x)P

(α,β)
η,j (x)W (α,β)

η (x)dx = R
(α,β)
η,j δi,j , (2.6)

where

W (α,β)
η (x) = (η − x)αxβ , and R

(α,β)
η,j =

ηα+β+1Γ(j + α+ 1)Γ(j + β + 1)

(2j + α+ β + 1)Γ(j + 1)Γ(j + α+ β + 1)
. (2.7)

W
(α,β)
η (x) is called the weight function.

Any function v(x) square integrable in [0, η] can be approximated by shifted Jacobi polynomials as
follows

v(x) ≃
m∑
a=0

caP
(α,β)
η,j (x), (2.8)

as m → ∞ the approximation becomes equal to the exact function. By the use of (2.6) and (2.7)
we can easily calculate the coefficient ca. We can also write (2.8) in vector form as

v(x) ≃ HT
M Ψ̂M (x), (2.9)

where M = m + 1, HM is the coefficient vector and Ψ̂M (x) is M terms vector function. The
following lemma is very important for our further analysis.

Lemma 2.1. The integral of a function f on the domain [0, η] where f is the product of weight

function with any three Jacobi polynomials is a constant and the value of that constant is z(i,j,k)

(l,m,n)

ie ∫ η

0

W (α,β)
η (x)P

(α,β)
η,i (x)P

(α,β)
η,j (x)P

(α,β)
η,k (x)dx = z(i,j,k)

(l,m,n), (2.10)

where z(i,j,k)

(l,m,n) =
∑i
l=0

∑j
m=0

∑k
n=0 0

(α,β)

(i,l) 0
(α,β)

(j,m)0
(α,β)

(k,n)Υ(l,m,n). 0
(α,β)

(.,.) are as defined in (2.5) and

Υ(l,m,n) =
Γ(l +m+ n+ β + 1)Γ(α+ 1)η(l+m+n+α+β+1)

Γ(l +m+ n+ α+ β + 1)
.

Proof. Consider∫ η

0

W (α,β)
η (x)P

(α,β)
η,i (x)P

(α,β)
η,j (x)P

(α,β)
η,k (x)dx =

i∑
l=0

0
(α,β)

(i,l)

j∑
m=0

0
(α,β)

(j,m)

k∑
n=0

0
(α,β)

(k,n)

∫ η

0

x(l+m+n+β)(η−x)αdx.

(2.11)
By calculating the integral in the above equation we get∫ η

0

W (α,β)
η (x)P

(α,β)
η,i (x)P

(α,β)
η,j (x)P

(α,β)
η,k (x)dx =

i∑
l=0

j∑
m=0

k∑
n=0

0
(α,β)

(i,l) 0
(α,β)

(j,m)0
(α,β)

(k,n)Υ(l,m,n). (2.12)

WhereΥ(l,m,n) = Γ(l+m+n+β+1)Γ(α+1)η(l+m+n+α+β+1)

Γ(l+m+n+α+β+1)
. Representing the left side of (2.12) with

z(i,j,k)

(l,m,n) will complete the proof.
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2.2 Error analysis and spectral accuracy

For sufficiently smooth function g(x) ∈ ∆, where ∆ = [0, η]. Consider
∏
M (x) be the space of M

terms Jacobi polynomials. Assume that g(M)(x) is its best approximation in
∏

(M)(x). Then, for

any polynomial Q̂(M)(x) of degree ≤M in variable x it follows that

∥g(x)− g(M)(x)∥2 ≤ ∥g(x)− Q̂(M)(x)∥2. (2.13)

The inequality (2.13) also holds if Q̂(M)(x) is interpolating polynomial of the function g at point
(xi) where xi = i η

M
. Then by similar processes as in [42] we can easily get

∥g(x)− Q̂(M)(x)∥2 ≤ (C1
1

MM+1
), (2.14)

where C1 = 1
4
maxx∈[0,η] | ∂

M+1

∂xM+1 g(x)|. By the arguments given in [43]-[42] we can easily prove the
above equation. The spectral accuracy and decay of the expansion coefficients can be guaranteed
by the following Lemma.

Lemma 2.2. Let g(x) ∈
∏
M (x) and g(x) =

∑m
k=0 ckP

(α,β)
η,k (x), then

| ck |≃ C

(λk)m
∥ g(m) ∥, (2.15)

and

∥ g(x)−
m∑
k=0

ckP
(α,β)
η,k (x) ∥2=

∞∑
k=m

γkc
2
k. (2.16)

Where λk = k(k + α + β + 1), and ck = 1

R
(α,β)
η,j

∫ 1

0
y(x)P

(α,β)
η,k (x)W

(α,β)
η (x)dx. C is a constant and

m can be chosen in a way such that y(2m) ∈
∏
M (x). Also we have the equality

g(m) =
1

W
(α,β)
η (x)

Lg(m−1)(x) = (
L

W
(α,β)
η (x)

)mg(x).

Where L is the Sturm-Liouville operator, and g(0) = g(x).

Proof. For the proof of this Lemma we refer the reader to [44]. For more detailed study see [45].

The convergence of any function and its Jacobi spectral expansion solely depends on the power decay
of the Jacobi spectral expansion coefficients. Consequently from above lemma, we conclude that if
the function g(x) ∈ C∞[0, 1], we recover spectral decay of the expansion coefficients i.e.,|ck| decays
faster than any algebraic order of λk. This result is valid and independent of specific boundary
conditions on g(x).

3 Operational Matrices of Integration and Differentiation

The following Lemmas are important to establish our result.

Lemma 3.1. Let ΨM (x) be the function vector as defined in (2.9) then the fractional derivative of
order σ of ΨM (x) is generalized as Dσ(ΨM (x)) ≃ Gη,σM×MΨM (x), where Gη,σM×M is the operational
matrix of derivative of order σ and is defined as

Gη,σM×M =



Θ0,0,k Θ0,1,k, · · · Θ0,j,k · · · Θ0,m,k

Θ1,0,k Θ1,1,k · · · Θ1,j,k · · · Θ1,m,j

...
...

...
...

...
...

Θi,0,k Θi,1,k · · · Θi,j,k · · · Θi,m,k
...

...
...

...
...

...
Θm,0,k Θm,1,k · · · Θm,j,k · · · Θm,m,k


. (3.1)
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Where

Θi,j,k =
i∑

k=0

Λi,k,σSj , Λi,k,σ =
(−1)i−kΓ(i+ β + 1)Γ(i+ k + α+ β + 1)Γ(1 + k)

Γ(k + β + 1)Γ(i+ α+ β + 1)(i− k)!k!Γ(1 + k − σ)ηk
. (3.2)

Sj =

j∑
l=0

(−1)j−l(2j + α+ β + 1)Γ(j + 1)Γ(j + l + α+ β + 1)Γ(k − σ + l + β + 1)Γ(α+ 1)ησ

Γ(j + α+ 1)Γ(l + β + 1)(j − l)!l!Γ(k − σ + l + β + α+ 2)
.

(3.3)
Also Θi,j,k = 0 if i < σ.

Proof. The proof of this Lemma is discussed in details by E.H. Doha in [46].

Lemma 3.2. Let ΨM (x) be the function vector as defined in (2.9) then the fractional integral of
order γ of ΨM (x) is generalized as Iγ(ΨM (x)) ≃ Hη,γ

M×MΨM (x), where Hη,γ
M×M is the operational

matrix of integration of order γ and is defined as

Hη,γ
M×M =



Θ0,0,k Θ0,1,k, · · · Θ0,j,k · · · Θ0,m,k

Θ1,0,k Θ1,1,k · · · Θ1,j,k · · · Θ1,m,j

...
...

...
...

...
...

Θi,0,k Θi,1,k · · · Θi,j,k · · · Θi,m,k
...

...
...

...
...

...
Θm,0,k Θm,1,k · · · Θm,j,k · · · Θm,m,k


. (3.4)

Where

Θi,j,k =

i∑
k=0

Λi,k,γSj , Λi,k,γ =
(−1)i−kΓ(i+ β + 1)Γ(i+ k + α+ β + 1)Γ(1 + k)

Γ(k + β + 1)Γ(i+ α+ β + 1)(i− k)!k!Γ(1 + k + γ)ηk
, (3.5)

Sj =

j∑
l=0

(−1)j−l(2j + α+ β + 1)Γ(j + 1)Γ(j + l + α+ β + 1)Γ(k + γ + l + β + 1)Γ(α+ 1)ηγ

Γ(j + α+ 1)Γ(l + β + 1)(j − l)!l!Γ(k + γ + l + β + α+ 2)
.

(3.6)

Proof. The proof of this Lemma is similar as Lemma 3.0.1.

Lemma 3.3. Let Y (x) and ϕn(x) be any function defined on [0, η]. Then

ϕn(x)
∂σY (x)

∂xσ
=WT

MK
σ
ϕn

ΨM (x). (3.7)

Where WT
M is the Jacobi coefficient vector of Y (x) as defined in (2.9) and

Kσ
ϕn

= Gη,σM×MJ
η,ϕn
M×M . (3.8)

The matrix Gη,σM×M is the operational matrix of derivative as defined in Lemma 3.1 and

Jη,ϕn
M×M =



Θ0,0 Θ0,1 · · · Θ0,s · · · Θ0,m

Θ1,0 Θ1,1 · · · Θ1,s · · · Θ1,m

...
...

...
...

...
...

Θr,0 Θr,1 · · · Θr,s · · · Θr,m
...

...
...

...
. . .

...
Θm,0 Θm,1 · · · Θm,s · · · Θm,m


. (3.9)
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Where

Θr,s =
1

R
(α,β)
η,s

m∑
i=0

ciz(i,r,s)

(l,m,n). (3.10)

R
(α,β)
η,s is as defines in (2.7) and ci =

∫ η
0
ϕn(x)P

(α,β)
η,i (x)W

(α,β)
η (x)dx.

Proof. Consider Y (x) ≃WT
MΨM (x), then by the use of Lemma 3.0.1 we get

ϕn(x)
∂σY (x)

∂xσ
= ϕn(x)W

T
MG

η,σ
M×MΨM (x). (3.11)

On rearranging we can write the above equation as

ϕn(x)
∂σY (x)

∂xσ
=WT

MG
η,σ
M×M

︷ ︸︸ ︷
ΨM (x) . (3.12)

Where︷ ︸︸ ︷
ΨM (x) =

[
ϕn(x)P

(α,β)
η,0 (x) ϕn(x)P

(α,β)
η,1 (x) · · · ϕn(x)P

(α,β)
η,r (x) · · · ϕn(x)P

(α,β)
η,m (x)

]T
.

(3.13)
Now let

ϕn(x) =
m∑
i=0

ciP
(α,β)
η,i (x). (3.14)

Using (3.14) in (3.13) we can get︷ ︸︸ ︷
ΨM (x) =

[
ℵ0(x) ℵ1(x) · · · ℵr(x) · · · ℵm(x)

]T
, (3.15)

where

ℵr(x) =
m∑
i=0

ciP
(α,β)
η,i (x)P (α,β)

η,r (x) , r = 0, 1 · · ·m (3.16)

Now consider the general term ℵr(x), we can approximate it with Jacobi polynomials as

ℵr(x) =
m∑
s=0

drsP
(α,β)
η,s (x), (3.17)

where

drs =
1

R
(α,β)
η,s

∫ η

0

ℵr(x)W (α,β)
η (x)P (α,β)

η,s (x)dx. (3.18)

Using (3.16) in (3.18) we get

drs =
1

R
(α,β)
η,s

m∑
i=0

ci

∫ η

0

W (α,β)
η (x)P

(α,β)
η,i (x)P (α,β)

η,r (x)P (α,β)
η,s (x)dx. (3.19)

Now using Lemma 2.2.1 we get

drs =
1

R
(α,β)
η,s

m∑
i=0

ciz(i,r,s)

(l,m,n). (3.20)

Let suppose

Θr,s =
1

R
(α,β)
η,s

m∑
i=0

ciz(i,r,s)

(l,m,n). (3.21)
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Then repeating the procedure for r = 0, 1, · · ·m and s = 0, 1, · · ·m we can write


ℵ0(x)
ℵ1(x)
· · ·

ℵr(x)
· · ·

ℵm(x)

 =



Θ0,0 Θ0,1 · · · Θ0,s · · · Θ0,m

Θ1,0 Θ1,1 · · · Θ1,s · · · Θ1,m

...
...

...
...

...
...

Θr,0 Θr,1 · · · Θr,s · · · Θr,m
...

...
...

...
. . .

...
Θm,0 Θm,1 · · · Θm,s · · · Θm,m





P
(α,β)
η,0 (x)

P
(α,β)
η,1 (x)

...

P
(α,β)
η,s (x)

...

P
(α,β)
η,m (x)


. (3.22)

In simplified notation we can write the above equation as︷ ︸︸ ︷
ΨM (x) = Jη,ϕn

M×MΨM (x). (3.23)

Using (3.23) in (3.12) we get

ϕn(x)
∂σY (x)

∂xσ
=WT

MG
η,σ
M×MJ

η,ϕx
M×MΨM (x). (3.24)

Let Gη,σM×MJ
η,ϕn
M×M = Kσ

ϕn
. Then we have ϕn(x)

∂σY (x)
∂xσ

= WT
MK

σ
ϕn

ΨM (x). And hence the proof is
complete.

4 Application of the K-matrix

K-matrix is of basic importance in approximating the solutions of a wide and important class of
fractional differential equations with variable coefficients. Here we show some of its application to a
small class of fractional differential equations and coupled system of fractional differential equations.

4.1 FDEs with variable equations

Consider the following generalized class of FDEs with variable coefficients

∂σY (x)

∂xσ
=

n∑
i=1

ϕi(x)
∂iY (x)

∂xi
+ ϕ0(x)Y (x) + f(x), (4.1)

with initial conditions Y i(0) = ai, i = 0, 1, · · ·n. Where ai are all real constant, n < σ ≤ n + 1,
x ∈ [0, η], Y (x) is the solution to be determined, f(x) is the given source term and ϕi(x) for
i = 0, 1 · · ·n are coefficients depends on x and are well defined on [0, η]. We seek the solution of the
problem in terms of Jacobi polynomials such that

DσY (x) =WT
MΨM (x). (4.2)

Applying fractional integral of order σ and using the initial conditions we get

Y (x)−
n∑
s=0

xsas =WT
MH

η,σ
M×MΨM (x). (4.3)

We can also write the above expression in the following form

Y (x) =WT
MH

η,σ
M×MΨM (x) + FT1 ΨM (x), where FT1 ΨM (x) =

n∑
s=0

xsas (4.4)

On further simplification we get

Y (x) = ŴT
MΨM (x), where ŴT

M =WT
MH

η,σ
M×M + FT1 . (4.5)

8
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Using (4.5) along with Lemma 3.0.3 we can write

ϕi(x)
∂iY (x)

∂xi
= ŴT

MK
i
ϕi
ΨM (x), and ϕ0(x)Y (x) = ŴT

MK
0
ϕ0
ΨM (x). (4.6)

Approximating f(x) = F2ΨM (x) and using along with (4.6) in (4.1) we get

WT
MΨM (x) =

n∑
i=1

ŴT
MK

i
ϕi
ΨM (x) + ŴT

MK
0
ϕ0
ΨM (x) + F2ΨM (x). (4.7)

On further simplification we get

WT
MΨM (x) = ŴT

M

n∑
i=0

Ki
ϕi
ΨM (x) + F2ΨM (x). (4.8)

We can also write it as {WT
M − ŴT

M

∑n
i=0K

i
ϕi

−F2}ΨM (x) = 0. Canceling out the common term

and using the value of ŴT
M from (4.5) we get

{WT
M −WT

M

n∑
i=0

Hη,σ
M×MK

i
ϕi

−
n∑
i=0

F1K
i
ϕi

− F2} = 0. (4.9)

Equation (4.9) is a generalized Lyapunov type matrix equation and can be easily solved with any
computational software for the unknown vector WT

M .Using the value of WT
M in equation (4.4) we

get approximate solution to the problem.

4.2 Coupled system of FDEs with variable equations

The K-Matrix also plays important role in the coupled system of FDEs.Consider the following
system

∂σY (x)

∂xσ
=

n∑
i=1

ϕi(x)
∂iY (x)

∂xi
+

n∑
i=1

ψi(x)
∂iZ(x)

∂xi
+ ϕ0(x)Y (x) + ψ0(x)Z(x) + f(x),

∂σZ(x)

∂xσ
=

n∑
i=1

φi(x)
∂iY (x)

∂xi
+

n∑
i=1

ϱi(x)
∂iZ(x)

∂xi
+ φ0(x)Y (x) + ϱ0(x)Z(x) + g(x),

(4.10)

with initial conditions Y i(0) = ai, Zi(0) = bi, i = 0, 1, 2 · · ·n. We seek the solutions of the
system in terms of shifted Jacobi polynomials such that

∂σY (x)

∂xσ
= RTMΨM (x),

∂σZ(x)

∂xσ
= STMΨM (x). (4.11)

Applying fractional integral of order σ on the corresponding equations and using initial conditions
we get (4.11) as

Y (x) = R̂TMΨM (x), Z(x) = ŜTMΨM (x). (4.12)

Where
R̂TM = RTMH

η,σ
M×M + FT1 , ŜTM = STMH

η,σ
M×M + FT2 . (4.13)

Note here that FT1 ΨM (x) =
∑n
i=0 aix

i and FT2 ΨM (x) =
∑n
i=0 bix

i. Using equation (4.12) along
with Lemma 3.0.3 we may write

n∑
i=1

ϕi(x)
∂iY (x)

∂xi
= R̂TM

n∑
i=1

Ki
ϕi
ΨM (x),

n∑
i=1

ψi(x)
∂iZ(x)

∂xi
= ŜTM

n∑
i=1

Ki
ψi
ΨM (x),

ϕ0(x)Y (x) = R̂TMK
0
ϕo
ΨM (x), ψ0(x)Z(x) = ŜTMK

0
ψo

ΨM (x),
n∑
i=1

φi(x)
∂iY (x)

∂xi
= R̂TM

n∑
i=1

Ki
φi
ΨM (x),

n∑
i=1

ϱi(x)
∂iZ(x)

∂xi
= ŜTM

n∑
i=1

Ki
ϱiΨM (x),

φ0(x)Y (x) = R̂TMK
0
φo

ΨM (x), ϱ0(x)Z(x) = ŜTMK
0
ϱoΨM (x).

(4.14)

9
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Approximating the source terms f(x) and g(x) with Jacobi polynomials along with using (4.14),(4.11)
in (4.10) and writing in vector notation we get[

RTMΨM (x)
STMΨM (x)

]
=

[
R̂TM

∑n
i=1K

i
ϕi
ΨM (x)

ŜTM
∑n
i=1K

i
ϱiΨM (x)

]
+

[
ŜTM

∑n
i=1K

i
ψi
ΨM (x)

R̂TM
∑n
i=1K

i
φi
ΨM (x)

]
+

[
R̂TMK

0
ϕ0
ΨM (x)

ŜTMK
0
ϱ0ΨM (x)

]
+

[
ŜTMK

0
ψ0

ΨM (x)

R̂TMK
0
φ0

ΨM (x)

]
+

[
F̂MΨM (x)

ĜMΨM (x)

]
.

(4.15)

With out loss of ambiguity we can drop the index of i and rewrite (4.15) as[
RTMΨM (x)
STMΨM (x)

]
=

[
R̂TM

∑n
i=0K

i
ϕi
ΨM (x)

ŜTM
∑n
i=0K

i
ϱiΨM (x)

]
+

[
ŜTM

∑n
i=0K

i
ψi
ΨM (x)

R̂TM
∑n
i=0K

i
φi
ΨM (x)

]
+

[
F̂MΨM (x)

ĜMΨM (x)

]
.

(4.16)

Taking the transpose of the (4.16) and after a short factorization we get[
RTM STM

]
A =

[
R̂TM ŜTM

] [ ∑n
i=0K

i
ϕi

OM×M
OM×M

∑n
i=0K

i
ϱi

]
A

+
[
R̂TM ŜTM

] [ OM×M
∑n
i=0K

i
φi∑n

i=0K
i
ψi

OM×M

]
A+

[
F̂M ĜM

]
A.

(4.17)

Where A =

[
ΨM (x) OM
OM ΨM (x)

]
, OM is zero vector of order M and OM×M is zero matrix of order

M . Canceling out the common terms and using value of R̂TM and ŜTM from (4.13) in (4.17) we get[
RTM STM

]
−
[
RTM STM

] [ Hη,σ
M×M

∑n
i=0K

i
ϕi

Hη,σ
M×M

∑n
i=0K

i
φi

Hη,σ
M×M

∑n
i=0K

i
ψi

Hη,σ
M×M

∑n
i=0K

i
ϱi

]
−

[
FT1 FT2

] [ ∑n
i=0K

i
ϕi

∑n
i=0K

i
φi∑n

i=0K
i
ψi

∑n
i=0K

i
ϱi

]
−

[
F̂M ĜM

]
= 0.

(4.18)

Which is generalized Lyapunov type matrix equation whose solution will lead us to the approximate
solution of problem.

5 Examples

We check the efficiency of the proposed techniques by solving four test problems.The first two
problems consists of single FDEs while the last two problem is devoted to coupled system of FDEs

Example 5.1. Consider the following fractional differential equation

∂σY (x)

∂xσ
= ex

∂Y (x)

∂x
+ cos (x)Y (x)− π2 sin(π x)− sin(π x) cos(x)− π ex cos(π x) , (5.1)

with initial condition Y (0) = 0 and Y ′(0) = π. Where 1 < σ ≤ 2, x ∈ [0, 3]. The exact solution
of this problem at σ = 2 is Y (x) = sin(πx). We approximate the solution of this problem with the
new technique and observe high accuracy of the solution. We simulate the algorithm at different
scale level and as shown in Fig (1)(a), the approximation becomes equal to the exact solution as
scale level increases.The amount of absolute error is less than 10−2 see Fig (1)(c). It is the basic
property of fractional differential equation that the result for fractional order differential equation
approaches to the result of integer order differential as the order of derivative approaches from
fractional to integer. We approximate the solution at fractional value of σ and observe that as
σ → 2 the solution approaches uniformly to the exact solution at σ = 2, see Fig (1)(b). Note that

in all figures
︷ ︸︸ ︷
Y (x)M represents approximate solution at scale level M .
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︷ ︸︸ ︷

Y (x)8

︷ ︸︸ ︷

Y (x)7

︷ ︸︸ ︷

Y (x)6

σ = 2

Exact Y (x)
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σ = 1.9

σ = 1.8

σ = 1.7

σ = 1.6
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M = 6

M = 7

M = 8

Fig. 1. (a)Approximate solution of Example 1 at different scale level.
(b) Approximate solution of Example 1 at fractional value of σ and its comparison

with the exact solution at σ = 2. (c) Absolute error at different scale level

Example 5.2. Consider the following fractional differential equation

∂σW (x)

∂xσ
=(x3 − x2 + 2)

∂W (x)

∂x
+ (x4 + x2 − 4)W (x) + ex(x7 + 2x5

− 5x4 − x3 + 3x2 − 6x+ 2)

(5.2)

with initial condition W (0) = 0 and W ′(0) = 0, 1 < σ ≤ 2. One can easily check that the exact
solution of the problem at σ = 2 is W (x) = ex(x2−x3). We fix σ = 2 and approximate the solution
at different scale level. We observe that as the scale level increase the approximation becomes equal
to the exact solution. Fig (2)(a) shows the comparison of exact solution with approximate solution
at scale level M = 5, 6. We found that the absolute error is much more less than 10−3 at scale level
M = 6 see Fig (2)(c). We also the check the behavior of solution at fractional value of σ, and as
expected the solution approaches to the exact solution as σ → 2, see Fig (2)(b).

Example 5.3. Consider the following coupled system of fractional differential equation

∂σU(x)

∂xσ
= 2xU(x) + 3x2V (x) + cos(x)− 3x2cos(x)− 2xsin(x)

∂σV (x)

∂xσ
= 4x3U(x) + x2V (x)− sin(x)− x2cos(x)− 4x3sin(x),

(5.3)

where 0 < σ ≤ 1, x ∈ [0, 3]. The exact solution of this problem at σ = 1 is U(x) = sin(x) and
V (x) = cos(x).We approximate the solutions of this problem with our new technique and found very
high accuracy of the solution. We found that as the scale level increases the approximate solution
becomes more and more accurate. And at scale levelM = 6 the approximation becomes equal to the
exact solutions see Fig(3)(a). We observe that the error decreases significantly with the increase of
scale level and at M = 6 the absolute error is much more less than 10−3. Fig (3)(b) and Fig (3)(c)
shows the absolute amount of error at different scale level in U(x) and V (x) respectively. We also
approximate the solutions at fractional value of σ and we found that as σ → 1 the approximate
solution approaches the exact solution at σ = 1. Fig (4)(a) and Fig (4)(b) shows this phenomena
for U(x) and V (x) respectively.
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Example 5.4. Consider the following coupled system of FDEs

∂σU(x)

∂xσ
= 2x2

∂U(x)

∂x
+ 3x2

∂V (x)

∂x
+ f1(x),

∂σV (x)

∂xσ
= 4x2

∂U(x)

∂x
+ x3

∂V (x)

∂x
+ f2(x),

(5.4)

with initial condition
U(0) = U ′(0) = V (0) = V ′(0) = 0,

where the source terms are defined as f1(x) = x
(
−10x6 + 8x5 − 24x4 + 9x3 + 32x2 − 12x+ 12

)
,

and f2(x) = −24x6 + 19x5 − 20x4 + 12x2 − 6x− 4.
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Fig. 4. (a)Approximate U(x) at fractional value of σ, ie σ = 0.5 : .1 : 1.
(b)Approximate V(x) at fractional value of σ, ie σ = 0.5 : .1 : 1
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Fig. 5. (a)Comparison of exact and approximate U(x) of Example 4 at scale level
M = 3, 4. (b)Comparison of exact and approximate V(x) of Example 4 at scale level

M = 3, 4.(c) Absolute error in U(x) and V (x) at M = 4
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Fig. 6. (a) Approximate U(x) of Example 4 at fractional value of σ.
(b) Approximate V (x) of Example 4 at fractional value of σ

Note that 1 < σ ≤ 2 and x ∈ [0, 1]. One can easily check that exact solution at σ = 2 is U(x) =
(x5 − x4) + 2x3 and V (x) = (x4 − x3)− 2x2. We approximate the solution of this problem with our
new technique and as expected we get a high accuracy of the solution. We observe that as the scale
level increases the approximate solution becomes equal to the exact solution and scale level M = 4
the approximation is equal to the exact solutions. One can easily see this phenomena in Fig (5)(a)
and Fig (5)(b). We also approximate the solution of the above problem at fractional value of σ and
the same conclusion is made as the previous problem see Fig (6)(a) and Fig (6)(b). In Fig (5)(c)
the absolute error at scale level M = 4 is shown for both solutions, One can easily see that the error
is much more less than 10−3 even for very small scale level.

6 Conclusion

From the analysis and numerical experiments we concluded that the method is very efficient and
provide a high accurate estimate of the solution. From the error analysis we see that the method
can provide the error much more less than 10−3 for very small scale level. We believe that by
increasing the scale level one can obtain more and more accurate solution.The method can be easily
extended to solve such problems under different type of boundary conditions.It is also expected
that the method can provide much more accurate solution by using some other kind of orthogonal
polynomials like Laguerre,Berenstien etc.
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